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Where is 
"We" In  AI

Navigating the AI landscape within the context of an existing and 
continuously widening digital divide.



Do we really want machines making decision for us? 
Does AI fuel itself by extracting data, an extractive technology 
that takes rather than complements citizens?

AI Everywhere

Hype around AI

AI  vs. Past Technologies

Consumer Vs Citizen

What/Who is Data?

Data = People/Communities

Extractive Technology 

Citizens are reduced to Data Points

Data-driven Paradigm AI adoption or Invasion?

Citizens

Culture

Communities

History

Aspirations

DataData



Inadequate representation of 
diverse people and perspectives 
in tech development. 

Datafication of Society

Amplification of algorithmic biases and 
discrimination against marginalized 
communities. 

Impact of incomplete or flawed data sets 
and lack of data transparency.

Absence of transparency, accountability, 
and community need in AI design.

Barriers to AI literacy, affordability, and 
unequal access to benefits.

Job insecurity and exploitation in 
AI-driven platform economies.

Inadequate representation of diverse people 
and perspectives in tech development. 

Lack of community-centric AI governance 
and the spread of misinformation. 

Privacy risks, data breaches, and 
inadequate protection of personal data.

Knowledge, information and intelligence 
divide affecting marginalized populations. 

AI's carbon footprint and its role in 
deepening climate crisis.

Monopolising power and control over 
data, citizens and communities.



Amplification of algorithmic biases and discrimination against marginalized communities.
Impact of incomplete or flawed data sets and lack of data transparency.
Absence of transparency, accountability, and community need in Al design.
Barriers to Al literacy, affordability, and unequal access to benefits.
Job insecurity and exploitation in Al-driven platform economies.
Inadequate representation of diverse people and perspectives in tech development. Lack of 
community-centric Al governance and the spread of misinformation.
Privacy risks, data breaches, and inadequate protection of personal data.
Knowledge, information and intelligence divide affecting marginalized populations. Al's carbon 
footprint and its role in deepening climate crisis
Monopolising power and control over data, citizens and communities





Are we asking 
the right
questions ??



India is a global leader in digital economy with 
over 650 million smartphone users and 950 million 
internet subscribers.

Despite progress, a large portion of the population 
remains unconnected, contributing to a deeper 
social divide.

Only 24% of rural India has internet access, while 
66% of urban India is connected (NSSO, 2024).

These trends are contradictory and concerning as 
we see a noticeable decline in Internet access 
compared to previous years, with 31% of rural 
households using the internet, compared to 67% 
among urban population, as reported in the 
Oxfam's Inequality Report 2022: Digital Divide.

THE PARADOX OF DIGITAL INDIA: 
PROGRESS AND DIVIDE



DEF has been asking these questions to build an ethical, inclusive, and community-centered 
approach to AI in India, ensuring that technology serves the needs of the most vulnerable in 
society.

How can AI be developed and used to benefit marginalized communities while avoiding 
exploitation and harm?

How can AI systems be designed to be inclusive and address the needs of rural and 
underserved communities in India?

What safeguards can be put in place to prevent the displacement or exploitation 
of workers, especially in low-wage, gig, or platform economies?

Just AI
Data and Algorithms for Communities

An initiative by 
Digital Empowerment Foundation (DEF)



Who holds power in 
AI development, and 
who benefits from it?

Who decides what 
constitutes a "valid" 
or "ethical" use of AI, 

and how are these 
decisions made?

Who is funding AI 
development and 

owning the data, and 
how does this affect 
the outcomes and 

inclusivity of AI 
projects?

How can the 
concentration of power in 

tech corporations and 
government surveillance 
initiatives be mitigated?

How do AI systems 
affect cultural, social, 

and economic 
structures, especially 

in rural India?

How do algorithms in 
sectors like health or 

finance contribute to the 
exclusion or bias against 
communities in rural and 

peri-urban India?

How can AI be used to enhance 
services in education, finance, and 
public services while ensuring it 

does not marginalize specific 
groups based on caste, gender, or 

socio-economic status?

Let us ask



What are the hidden costs of AI, 
particularly regarding labor, 
environmental impact, and data 
ethics?

How can the environmental impact 
of large-scale data centers and AI 
training be mitigated, especially in a 
country like India where the climate 
crisis is already a pressing 
concern?

What are the implications of the gig 
economy and underpaid labor in data 
labeling, transcription, and AI training? 
How can these issues be addressed to 
ensure fair compensation and rights 
for workers involved in AI 
development?

How can AI be made 
accountable to citizens 
and communities, 
ensuring transparency 
and fairness?

What role can policy dialogue, 
advocacy, and grassroots 
involvement play in making 
AI systems more transparent 
and accountable to the 
people they affect?

How can citizens be 
empowered with the 
knowledge to critically 
engage with AI systems 
and understand their 
rights regarding data 
protection and algorithmic 
decisions?

What are the ethical 
frameworks that should 
guide the development 
and implementation of 
AI in India

THERE IS MORE TO IT!



What role can AI play in 
bridging the digital divide, 

particularly in rural 
communities, without 
exacerbating existing 

inequalities?

How can the use of AI in 
rural India contribute to 

digital empowerment and 
literacy without deepening 

the divides in access to 
technology, data, and 

decision- making power?

How can AI be aligned with democratic and feminist internet principles at the grassroots 
level to ensure that it serves the public good rather than corporate interests?

How can AI be leveraged to create a citizen-centric digital model that prioritizes 
inclusion, social justice, and human dignity?

BEYOND THE OBVIOUS



Citizen and 
Community in AI 
Accountability

Participation AI in 
Key Sectors Bridge 

and Intelligence 
Divide

AI Accountability 
Policy

Strength AI for 
Social Good

Mechanism for 
tackling Al Misuse

Explore 
Research Gaps

Build Citizen and 
Community-Centric 
AI Design

Policy Briefs and 
Policy Reviews

AI Tools 
Development

Fellowships and 
Awards

Develop AI 
Literacy & Toolkit 
for Communities Training and 

Capacity Building 
of Youth

Protect Data 
Privacy and Data 
Protection Rights

Mentor and accelerate 
Al best practices from 
the grassroots

Forge Multi-Stakeholder 
and Multi-Sectoral 

Partnerships

Build Regulatory 
Frameworks in AI 
Governance

Digital Public 
Service Provider

Digital Meaningful 
Access

Information 
Trustee/Entrepreneur

Fact 
Checker

Access to Rights 
Enablers

Justice 
Delivery Agent

Empower SoochnaPreneurs, 
Communities and Citizens




